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ABSTRACT Forecasting the number of tourists is significant to public safety, which can enable the
government to control the sudden influx of tourists timely. The temporal dependence (closeness and period),
external factors such as holidays, government policy, as well as outliers in real data, make the prediction
challenging. Our data obtain a mixture of short-term contact and long-term repeating patterns and external
factors, for which Autoregressive, Exponential Smoothing models and Extreme Learning Machine may
fail. In our paper, we propose a novel Feature-Cascaded framework with Correntropy criterion for Long
Short-Term Memory network (FC-C-LSTM). For temporal dependence and external factors, we first extract
feature information from data in close dates and corresponding period, then integrate them as an independent
input of LSTM to simulate temporal pattern and solve the problem of time-lag. In view of an important and
unavoidable feature of real datasets, there are amounts of outliers. We adopt the correntropy of Gaussian
kernel instead of mean square error as cost function, so that outliers get smaller weights and suppress the
influence of outliers back-propagation. Experiments on real tourism datasets of several cities in Yunnan

Province show that FC-C-LSTM model achieves the better performance than that of other baselines.

INDEX TERMS Prediction, LSTM, correntropy, outliers.

I. INTRODUCTION

Tourism has become a vibrant new industry, occupying a
large share of the tertiary industry. Meanwhile, with the rapid
development of tourism, a series of traffic management, risk
assessment and public safety problems caused by the rapid
increase of urban population flow are also ascending with
each passing year. For instance, there was a serious stampede
on the Bund in Shanghai on New year’s Eve, 2015 due to
the influx of tourists and insufficient public safety measures
[47]. On the evening of December 31, 2012, large quantities
of people streamed into a strip region in the fireworks celebra-
tion of new year’s Eve in Abidjan, resulting in a catastrophic
that kill 61 people. From above two examples, we can find
that the situation of massive crowds of people streamed into a
strip region is also applicable to the international community.
Therefore, accurately predicting the number of tourists that
will influx into an area every day, especially on holidays,
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is crucial for the government to use emergency mechanisms
such as traffic control, early warning, or evacuation to miti-
gate or even prevent these tragedies [46].

Forecast the number of tourists every day often faces a
major research challenge, that is, how to capture and exploit
the dependence among multiple variables. Specifically, our
data often obtain a mixture of short-term contact and long-
term repeating patterns, as shown in Fig. 1 which plots the
number of tourists in 2015 and 2016 in DalLi City. Apparently,
there are two main patterns containing short-term contact
and long-term repeating yearly. The former describes rela-
tion among temporal close days, while the latter reflects the
periodic pattern. Take an example, the number of tourists on
December 31st in 2016 whose abscissa is 365 is not only
related to December 30th in 2016, but also very similar to
last year’s December 3 1st. It is crucial to acquire the periodic
information in such cases. Consider short-term pattern only
will not only lead to the prediction accuracy not high, but
also make the prediction appear time-delay phenomenon.
Time-delay phenomenon in other words is, what should have
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FIGURE 1. The number of tourists in 2015 and 2016 in DaLi City. The
x-axis represents the day number in a year, ranking from 1 to 365, and
the y-axis represents the normalized number of tourists.

happened would have been true with a lag of a few steps
because the model will habitually give greater weight to
the step before prediction. A successful time series fore-
casting model should be able to capture both kinds of pat-
terns for accurate predictions. However, most of traditional
approaches such as Auto Regressive Integrated Moving-
Average (ARIMA) models and Exponential Smoothing (ES)
methods fall short in this aspect, as they do not distinguish
between the two patterns, nor do they explicitly and dynami-
cally model their interactions [1]-[9]. Due to the smoothness
of these models, they are usually used to simulate the trend of
data whose accuracy is one month or one year, which is not
suitable for our long-term data of each day.

Therefore, we focus on the artificial neural network
(ANN). The artificial neural network (ANN), adjusts the con-
nected relationship between many internal nodes to achieve
the goal of information processing without regard to the inter-
nal mechanism. Therefore, it has the characteristics of fast
response and functions as complex nonlinear approximation,
etc. As another example, extreme learning machine (ELM)
can well approximate any nonlinear function through ran-
domly generating the learning parameters of neuron in hidden
layer and calculating the Moore Penrose generalized inverse
matrix [55]. Therefore, ELM has been widely used in regres-
sion and prediction [56], [59]-[63]. However, we aim to pre-
dict the number of tourist per day under the influence of var-
ious factors. As ELM falls short in considering the relevance
between the data, the prediction accuracy and generalization
performance of the model will be limited. To address such
limitations of above methods, we proposed a novel frame-
work that takes advantages of recent developments in deep
neural network.

Deep neural networks have been intensively studied in
related domains [65], [66]. Compared with the methods
above, deep neural networks have the ability to adapt to the
rapid changes in the trend by calculating the correlation of
observations in the time series. In deep learning research,
recurrent neural networks (RNNs) with dynamic memory
function are naturally suitable for sequence data modeling
because they use the output of this time step as the input of
the next time step [10]-[12]. As an excellent variant model of
RNN, long short-term memory (LSTM) inherits most of the
characteristics of RNN model and achieve good prediction
accuracy on their respective time series problems [16]—-[20].
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Due to the character of natural adaptation sequence data
modeling, LSTM have also received an increasing amount
of attention in time series analysis [21]-[27]. Unique gate
structure makes LSTM suitable for the patterns containing
short-term contact and long-term repeating yearly in our
task. And in LSTM, researchers can well take the influenc-
ing factors into account and usually collect this additional
information and use it as part of the input to deal with
external factors [28]-[33]. Chang et al. collected external
information in advance, such as a large-scale event [28].
Then the external data and vehicle detector data are input
into the LSTM for training to predict traffic flow. However,
it is difficult to collect information of external factors for our
task that involves various contents including text, pictures,
etc. Time-series decomposition is another popular strategy to
process time series with complex factors. Xu et al. introduced
a decomposed model consisting of trend, seasonality, and
holiday components of traffic [29]. In addition, a modified
k-means algorithm was proposed to cluster residual holiday
data. These methods achieve good performance on dealing
with external factors. However, as our holidays are in the
lunar calendar, their distribution on dates is irregular. The
method of decomposition does not seem to work that well.

Meanwhile, the existence of a large number of outliers
will increase the difficulty of prediction, which is an impor-
tant feature of real datasets. Data cleaning (i.e., removing
abnormal data points) and the interpolation-based method are
two widely applied approaches to deal with anomalous data
points [33]-[36], [39], [49]. Nair et al. proposed a hybrid
pre-processing technique including k nearest neighbor (kNN)
classifier for imbalancing data and outliers, then identified
and deleted these outliers [39]. Data cleaning causes seri-
ous data loss and reduces the accuracy of the overall trend
estimation of the number of tourists because the time scale
of the tourist data is not large. Sun ef al. introduced a least
squares support vector machine (LS-SVM) method to realize
the recognition of wind turbine abnormal data and selected
the appropriate interpolation method to compensate [40].
Although the interpolation-based method does not cause data
loss, it loses the dynamic evolution laws of abnormal dates
and affects the accuracy of prediction [37]-[40]. This data
preprocessing method is a bit cumbersome when faced with
large amounts of data. Moreover, researchers will generally
calculate the Mean Square Error(MSE) between the predicted
value and the ground truth in the presence of Gaussian noise
to carry out error back-propagation. It is not robust to data
corruption or loss caused by various factors. Since MSE deals
with only second-order statistics and minimizes the energy of
the error signal so that it is not able to reduce the discrepancy
between higher order statistics [41].

In order to solve the limitations mentioned above, we pro-
pose a novel feature-cascaded framework for LSTM with
correntropy (FC-C-LSTM), as illustrated in Fig. 3. Firstly,
we extract the feature information from temporal closeness
and corresponding period. Next, the information of two fea-
tures will be put into an integration as one independent input
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of LSTM. The cascaded feature including temporal closeness
feature and periodic feature is able to contain and express the
impact of these external factors (holidays and government
policy) on the number of tourists. Moreover, the cascade
method can simulate a mixture of short-term contact and
long-term repeating patterns and make the model respond
quickly to solve the time-delay problem. In addition, we take
correntropy as cost function to reduce influence caused by
outliers in real datasets.
Our contributions are as follows:

o FC-C-LSTM can extract the feature information consist-
ing of temporal closeness and corresponding period. FC-
C-LSTM cascades the two different feature information
to model long- and short-term temporal patterns for
ensuring the model’s prediction accuracy and solving
temporal delay problem.

o We develop the correntropy with Gaussian Kernel func-
tion as cost function to reduce impacts on the model’s
prediction accuracy caused by outliers.

The rest of this paper is organized as follows. Section 2 out-
lines the related works, including ARIMA models, ES mod-
els, ELM models and deep neural networks (DNN) models.
Section 3 presents the related concepts of LSTM and cor-
rentropy. Section 4 defines our problem and describes our
proposed FC-C-LSTM framework. Section 5 presents the
study of our experiments and section 6 concludes this paper.

Il. RELATED WORKS

The ARIMA model is one of the most popular univariate
models for time series forecasting [3]-[5]. ARIMA model is
flexible enough to subsume other types of time series models
including autoregression(AR), moving average (MA) and
Autoregressive Moving Average(ARMA) [4]. Zhu proposed
an ARIMA prediction model for Shanghai metro passen-
ger flow based on n-day average traffic volume [6]. In an
early study developed by Kharista et al., Gray Model (1,1)
and ARIMA were introduced to forecast foreign tourists to
Indonesia each year [7].

Exponential Smoothing (ES) is another common forecast-
ing method. For example, the approach using Holt’s Weighted
Exponential Moving Average (H-WENA) was presented by
Hansun et al. to forecast the domestic tourist arrivals to Bali
province each month [8]. Wang proposed the Holt-Winters’
seasonal method to adapt to the short-term forecast of urban
rail transit passenger flow [9].

Extreme learning machine (ELM) was proposed by Huang
et al. in 2004 [58]. Different from the other artificial neu-
ral network, the parameters of neuron in the hidden layer
are randomly generated, while the output weights are deter-
mined by calculating the Moore Penrose generalized inverse
matrix [57]. Therefore, ELM has the characteristic of func-
tion as complex nonlinear approximation and has been widely
applied to build the prediction model such as temperature
prediction [59], electricity price prediction [60] and traffic
flow prediction [61]-[63].
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Deep neural networks have been intensively studied in
predictive domains [65], [66]. For instance, a research pre-
dicted tourist arrival by examining time-series data on tourist
arrival in Lombok by using Recurrent Neural Network with
a training algorithm Extended Kalman Filte [10]. Hu et al.
proposed a deep neural network featuring spatial RNN, which
models the spatial dependency of pixels as sequential dynam-
ics to generate better prediction signals in video coding [11].
Lotfidereshgi et al. introduced an adaptive RNN that cap-
tured all sorts of dependencies between samples for speech
signal prediction [12]. Due to the advantage of short-term
memory, RNN can achieve high precision for some sequential
tasks. Although RNNs can connect the previous informa-
tion to the current task, they are powerless to process the
long-distance dependence well. When the time step is large,
RNNS inevitably encounter gradient explosion and gradient
disappearance. To deal with this problem, Hochreiter et al.
proposed LSTM based on RNN modification [13].

LSTM is an excellent variant model of RNN, which
inherits most of the characteristics of RNN model and
solves the problem of gradient disappearance caused by
the gradual decrease of gradient in back-propagation pro-
cess [14]. More recently, LSTM has attracted consider-
able attention among researchers studying prediction prob-
lems. Particularly, LSTM has presented promising results,
outperforming many state-of-the-art statistical forecasting
methods [6]-[9]. There is substantial literature available on
LSTM for time-series forecasting, including forecasting the
number of tourists [15]-[20]. Poonia et al. had applied the
Long Short-Term Memory Networks (LSTM) for instanta-
neous traffic stream forecast [15]. The model can memorize
information for a long period of time and provide an appro-
priate decision basis for traffic congestion prediction in peak
hours. By considering the short-term and long-term factors,
Yu et al. proposed a hybrid model of CNN-LSTM to predict
the number of passengers dispatched [16]. In order to learn
the importance of each past value to the current value from the
long sequence of traffic data at the past moment, Chen et al.
improved LSTM based on attention mechanism [17].
Here, the improved model was able to extract more valuable
features. The model proposed by Chen ef al. can memorize
information for a long period of time and provide an appro-
priate decision basis for traffic congestion prediction in peak
hours [19].

IIl. PRELIMINARY
Our method is improved on the basic framework of LSTM.
The cost function to make outliers get smaller weight and
reduce the impact of outlier back-propagation to obtain better
prediction accuracy.

A. LSTM

LSTM was proposed by Hochreiter ef al. to solve the gradient
vanishment or gradient explosion issue [13], [64]. LSTM
has various successful application in dealing with highly
related problems in time series such as Natural Language
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FIGURE 2. LSTM model.

Process [50], [51], Dialogue Generation [52], Encoding and
Decoding [53], [54], and so on. The cell structure of LSTM
model is shown in Fig. 2. LSTM adds gates to control the
memory and forgetting of temporal information. Suppose that
in each time step 7, X; is the input vector and C; is the cell state
vector, and /; is the hidden state vector of the cell. o is the
sigmoid activation function. Forget gate is used to determine
the extent of retention of the previous cell state. The forget
gate is calculated by (1):

Jo=o0Wr - [hi—1, Xi] + by) ey

where Wy represents weight matrix of forget gate, by repre-
sents bias matrix of forget gate.

Next, determine what information is stored in the LSTM
unit, which contains two parts. First, input gate uses sigmoid
activation function o to determine the extent to which the
current cell state is retained. Second, a new candidate value
vector C; is created by the tanh layer as shown in (3). The new
state C; of the cell will be updated by the old state C;_ after
being forgotten and a new candidate value vector C; shown
in (4). The input gate is calculated by (2), (3), (4):

ir = o(W; - [h—1, Xe] + b)) 2
C; = tanh(W. - [h;—1, X/ 1 + be) 3
C=fixC1+i %G @

where W; and W, represent weight matrix of input gate, b;
and b, represent bias matrix of input gate.

Finally, the status of the LSTM cell unit is updated by
the output gate. First, using a sigmoid activation function o
to determine which parts of the current cell state C; require
output. Then, the cell state C; is processed by tanh, and
multiplied by the sigmoid activation function output o; to
obtain the output value. The output gate is calculated by (5)
and (6):

o = oWy - [hi—1, Xi] + bo) )

h; = o; * tanh(Cy) (6)
where W, represents weight matrix of output gate, b, repre-
sents bias matrix of output gate.

The LSTM evolved from the RNN. It solves the problem

that traditional RNN is sensitive only to short-term memory,
but “gradient disappears” in long-term sequence. In our
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work, we extend the LSTM network as feature extractor to
capture features from temporal closeness and corresponding
period.

B. CORRENTROPY

Correntropy is a measurement standard information rele-
vance introduced by (7) [41]-[44]:

VIX,Z)= // ks(x, 2)Px (x,2)dz @)

where ks(x, z) is any positive definite Mercer kernel function
of the random variables x and z variables, Py ;(x, z) is the joint
Probability Density Function (PDF) of them.

In the past few years, there has been a growing interest
in the information theoretic learning measure called corren-
tropy. The maximum correntropy criterion (MCC) has been
proven to perform robust adaptation in adaptive filter training
when the additive noises are heavy-tailed nonGaussian [43].
Heravi et al. proposed correntropy-based conjugate gradient
backpropagation algorithms that had better performance than
the common conjugate gradient backpropagation based on
Mean Square Error, especially in nonGaussian environments
and in cases with impulsive noise or heavy-tailed distribu-
tions noise [44]. A gradient-based correntropy algorithm is
widely applied in signal processing and machine learning due
to its robustness against outliers.

IV. METHODS

A. PROBLEM DEFINITION

In this paper, we are interested in the task of number of
tourists forecasting. The factors of date and holidays are
important for our task. Consider i; = (y;, l;, d))7, i; € R? is
the state variable, where y;, I; and d; are number of tourists,
labels and date marking at day ¢ separately. The label indi-
cates whether the date is a holiday or not and date markings
contain date information. Then, we describe the problem of
predicting the visitors flow of tourists as (8):

y =f(P, P, W¥) ®)

where 'y = (Yobs+1, Yobs+25 - - - Yobs+pred) 18 the future number
of tourists at day step t = obs + 1, ..., 0bs + pred. f(-) is
the prediction model. P = (i, i2, . . ., iyps) is the data of this
year at time r = 1, ..., obs and P= (il, i, ... ,iobs) is the
corresponding data of last year. W* represents all parameters
learned in the model.

Our purpose is to learn the parameters W* of the model
f(-) in order to predict the future number of tourists y in the
future between t = obs + 1 and obs + pred.

In order to solve the problem of the above definition,
we design a novel feature-cascaded framework for LSTM
with correntropy cost function (FC-C-LSTM) which is shown
in Fig. 3. The specific functions are introduced in Part B.

B. FC-C-LSTM FRAMEWORK
The concept map of our proposed framework is shown in
the Fig. 3. FC-C-LSTM framework consists of four key
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FIGURE 3. The framework of the proposed FC-C-LSTM.

components: (1) Extracting Module (EM), (2) Squeeze-and-
Excitation Module (SE) [45] (3) Feature-Cascaded Module
(FC), (4) Inference Module (IM).

In our problem, the information of the tourists i; =
e, Iy, d)T, i, € R? includes the number of tourists vt, label
for holidays I; (indicates whether the date is a holiday or
not), date marking d; (indicates the location of the day in a
year). First, the Extracting Module is designed for capturing
dependence between time series to get feature information
H, and H;,. Then, the hidden states H; = {h,1, ..., hi4ops)
stand for the feature information of the number of tourists
P, = (41,9142, - - -, r40ps) at time {7 + 1, ,t + obs} are
extracted. In the same way, the feature 1nf0rmat10n in last
year that is represented as H, = {h,+1, .. h,+0bs} As the
feature information H, = {ht+1, .. h,+,,bs} in last year is
similar to that H; = {h;4q, ..., hHobs} of this year. We put
feature information H; into Squeeze-and-Excitation Module
to get H; to make that effective feature information has a
large weight. And then, we get the joint feature information
H; by cascading extracted feature information H; with the
processed feature information H; in the Feature-Cascaded
Module. Finally, we pass the joint feature information H}
through the Inference Module getting the predicted value
Vi+obs+1 to estimate the actual number of tourists ys4ops+1
at time t + obs + 1.

1) EXTRACTING MODULE
In order to extract feature information and dependence of the
tourists in the temporal closeness and corresponding period,
we use the LSTM network to capture temporal dependence of
the number of tourists and map them to higher dimensional
feature space.
In our case, the state information P, = (i;41,ir42,
r40ps) at time {f + 1, ..., ¢ 4 obs} is embedded into a

vector e; as shown in (9):
e, = o(Pr; We) 9

where ¢ is the embedding function (Rectified Linear Unit,
ReLU), W, are the embedding parameters.
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The vector e; stands for the temporal feature information
of the number of tourists at time {t + 1, ..., ¢ + obs} and is
the output of the extracting module. We get the vector €; in
the same way. e; is defined as one input of LSTM network
in the Fig. 3. And we get the hidden state H; and H; and by
putting the e; and €; into LSTM cell:

H, = LSTM(H,_1, ¢;,, W¥)
H; = LSTM(H,_, €&, W*)

(10)
(11)

where W* are the parameters of the LSTM, as stated in (1) to
(7) in the preliminary of LSTM.

2) SQUEEZE-AND-EXCITATION MODULE

In order to extract more refined feature information, we con-
sider the implementation by dealing with the dependence
between channels. The Squeeze-and-Excitation block is a
computational unit which can tackle the issue of exploiting
channel dependencies [45]. A diagram of an SE building
block including two main operations is shown in Fig. 4.

o Squeeze: It can capture the data features from the global
receptive field to describe the data by using global pool-
ing. Formally, a statistic variable Z, € R€ (C = obs) is
generated by shrinking H; = [h;1, hyyo, ..., hypop]

through spatial dimensions H x L, Where the c-th
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element of Z; is calculated by (12):

ZZh @) (12

zljl

Zc = qu(hc) =

where Z; = [Z11, Z42, - - -, Zr+obs]

« Excitation: To make use of the information aggregated
in the squeeze operation, we follow it with a second
operation which aims to fully capture channel-wise
dependencies. The importance of each feature channel
is calculated by (13):

St = Fex(Zy, W) = o (W29(Zy, W) (13)

where s; = [S¢+1, 8142 , - - - » St+obs] refers to the weight,
o is a sigmoid activation, ¢ refers to the ReLU function.
Wi, Wa € RE*C are the parameters of fully connected
layer. The final output of the block H; is obtained by
rescaling the output H, with the activations s shown as
in (14).

l~lc: scale(th Sc)— ¢ Sc (14)

where Hy = [heyr, hego, oo hepons], Facate(hes Se)
refers to channel-wise multiplication between the fea-
ture map h, € RP*L and the scalar s,

The activations s; act as channel weights adapted to the
input-specific descriptor Z;. In this regard, SE blocks
intrinsically introduce dynamics conditioned on the
input, helping to boost feature discriminability.

3) FEATURE-CASCADED MODULE

we design a cascaded feature module to obtain the fea-
ture information of the previous spans and corresponding
period. Note that the hidden state of the LSTM H; =
{h¢41, .. ht+obs} of the number of the tourists in the
previous span, H, = {ht+1,.. ht+0bs} of the num-
ber of the tourists in corresponding period which gotten
from SE module. The hidden states {h;41, ..., hyyops} and
{ﬁ,+ Lo eens fl,+,,bs} are put into the cascaded feature module
for integration. The hidden state dimensions of the two fea-
ture information are the same and set as D, the hidden states
H; is calculated shown as in (15).

H' =3 H +p H (15)

where @], E representing the integration factors of H;
and H, are the learnable parameters that adjust the degrees
affected by closeness and period respectively. So the H}
extracts not only the information in the previous span but also
information in corresponding period. Then the H} will be put
into Inference Module.

4) INFERENCE MODULE

In Inference Module, we use correntropy based on a Guassian
)C
mse 282 to calculate the loss between pre-

kernel Gs(x) =
dicted values and ground truth. The predicted value y;y ps1
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attime ¢t 4-obs+ 1 is determined by the hidden state H}' shown
as in (16):

5’[+obs+1 = fP(H;k, W) (16)

where ¢ is the function of dimension reduction, W, are the
dimension reduction parameters.

Our model is trained by minimizing correntropy C(y,y)
based on a Guassian kernel G5(X, Z) shown as in (17):

CH.y) = / / GsG Y)Ps, G y) dy (17)

where Pj (9,y) is the joint Probability Density Func-
tion (PDF) of y and y, y is the ground truth, y is the predicted
value, § is the parameter of the Gaussian function repre-
senting the bandwidth of Gaussian function (this parameter
choice is discussed in sec. V-D). In practice, the joint PDF is
unknown. Therefore, according to Parzen-Windows method,
we rewrite the function shown as in (18):

1 N
Cs@y) =+ 2 Gs(m) — y(m) (18)

n=1
where N is the length of the predicted values §.

Next, we explain the reason that correntropy can alleviate
the problems caused by outliers. For a linear logistics models,
assume h(@) = 27:1 0jx; is the fitting function and n is
the number of features. J(0) is the loss function for Mean
Squared Error (MSE) and Cjs(0) is the loss function for
correntropy. Consider common loss MSE and correntropy for
batch gradient descent(BGD):

1 < )
16) = — g(y — hy(x"))? (19)
1 . .
Cs(0) = — 3 Gs (' = ho(&") (20)

n=1
where m is the number of training set samples. y’ is the
prediction value in the i-th training set sample. hg(x?) is the
desired outputs in the i-th training set sample. G; is Guassian
kernel function.
Deviate loss function J and C from 6 to get the gradient
for each 6:

M _ ——Z@
- 262

m 2
1 =0'=hge? | 57 (0
= E — ¢ 2592 L (22)
P 823/2n$ a0

Since the risk function is to be minimized, update each 6
according to the negative gradient direction of each parame-
ter 0:

2,
0 =0+ 20
i=1

ho (x))x; 1)

— ho(x)x; (23)
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desired outputs

Outliers

FIGURE 5. Correntropy with Gaussian kernel function for outliers.

1 —0 =g c)?
- ¢ 262
8227 §
(24)

, 22 . o
6, = s+ Z(y’ — ho(x))x] {
i=1

When hy (xk ) is outlier, the value of ” yk — hg(x%) H is large.
In our perception, the hg(x¥) should not be involved in BP.
While using MSE, 6 will update to wrong direction. For
correntropy, the update direction % will distribute smaller
weights to outliers as shown in Fig. 5.

The correntropy with Guassian kernel function in the
defined (18) reaches the maximum when y = y so that it can
be used for measuring the similarity of two random sequences
in adaptive learning. In addition, using the correntropy with
Guassian kernel function as cost function is able to obtain
kernel Hilbert Space properties. Furthermore, correntropy is
able to overcome outliers or noises by distributing smaller
weights. This means the predicted value contribute little to
the loss back propagation.

Note that the loss is calculated at every time step and tuning
the parameters to minimize the loss in the training datasets.

V. EXPERIMENT AND ANALYSIS

In this section, we demonstrate the experiment results of
our proposed method in six datasets (GuCheng, GuanDu,
DalLi, XiShan, PanLong and JingHong, the cities of Yunnan
Province). The datasets contain data on the number of tourists
in each city from January 2015 to March 2019. These datasets
are real data collected manually, so they contain a large num-
ber of outliers. Moreover, due to the fact that these datasets
come from the real world, holiday, policy, periodicity and
other complex factors have seriously affected the accuracy
of the prediction. A lot of experiments show that our method
can achieve better performance and accuracy than ARIMA,
ELM and LSTM algorithms on these real datasets.

A. EVALUATION METRICS

We use the following metric in (25) to evaluate the perfor-
mance of our method. Assume pred is the number of days we
predictin the testing process, N is the number of samples, &f is
the predicted number of the tourists at time ¢ in i-th sample, yi
is the observed number of the tourists at time ¢ in i-th sample.
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1) AVERAGE NUMBERS ERROR (ANE)
This error calculates the mean quantity difference between all
predicted number and the actual number in testing process.

N bstpred ;| i i
D oimi Z?:Xobffl (’y§ - YH)
N x pred

ANE = (25)

2) BASELINE

We compare our model with several representative existing
models:

o The Autoregressive Integrated Moving Average model
(ARIMA).

o The Extreme Learning Machine model (ELM).

o The ordinary long short-term memory network model
using Mean Square Error as cost function (LSTM).

o The ordinary long short-term memory network model
using Mean Absolute Error as cost function (M-LSTM).

3) OUR MODELS
o The long short-term memory network with correntropy
criterion(C-LSTM).
o The feature-cascaded long short-term memory network
with Mean Absolute Error (FC-M-LSTM).
o The feature-cascaded long short-term memory network
with correntropy criterion (FC-C-LSTM).

B. IMPLEMENTATION DETAIL

During the training process, we use many to one approach
(we use data (iy41, i;42, - . - , I;40ps) to predict the number of
tourists yr4ops+1 at time ¢ + obs + 1) where we train and
validate our model on the data of 2015 to 2017 in the dataset.
For the number of tourists y;, we normalize them to the
interval [0,1], and the results shown below are all normalized
data.

In the training process, we extract the feature information
in 12 days observed and predict the number in the next 8 days
(the choice of observation days is discussed in sec. V-C).
We set the dimension of the hidden states to 256 for the LSTM
model. All the inputs are embedded into a 128-dimension
vector with ReLU nonlinearity. The batch size is 8 and the
model is trained for 250 epochs using Adam with an initial
learning rate of 0.003. The bandwidth of Guassian kernel
function is 0.8 for all trainings.

During testing process, we use our model to predict the
number of tourists. From time t = obs+ 1 to t = obs+ pred,
we replace the actual number y; with the predicted y; to make
a new prediction.

C. SELECTION OF OBSERVATION DAYS

Different choice of numerical values for observation days as
model input will affect the predictive results. In this part,
we first select obs observation days to explore the correlation
between model input and forecast error ANE; then, we ana-
lyze influence of choosing different numerical observation
days as model input on the predictive results.
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FIGURE 6. Variations of the error of each frame. The ‘obs’ means observation days.

In our problem, important legal holidays such as May Day,
National Day and Spring Festival, have three to seven days
holidays. Therefore, we choose 8 days as the forecast days
leaving some days’ margin to achieve the short-term forecast,
so that government can get the information of the number of
holiday passengers in advance and take control measures.

Moreover, to quantitatively assess the best value of obs
determining the predictive results, we represent the average
numbers error ANE between the number of actual tourists
and the number of predicted tourists in GuCheng City in
Fig. 6. And Fig. 7 shows the average of ANE of different
observation days in GuCheng and GuanDu Cities. In order to
explain this problem conveniently, we simplify the prediction
model to linear model (26) and (27).

obs

Jobst1 = Y i x Wy (26)
t=1
obs obs+k—1

Jobstk = Y ik Wi+ Y yixW, (27
t=k t=o0bs+1
obs obs+k—1

Eobs+k = Z ir % Wy + Z e x Wy (28)
t=k t=o0bs+1
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where J,ps+1 is the forecast number of tourists at day step
t = obs+1.1is the model input. W; represents corresponding
parameters learned in the model. obs represents observation
days. €opstk = |Yobs+k — Yobs+k| is the ANE between fore-
cast number of tourists J,ps1% and actual number of tourists
Yobs+k at day step t = obs + k. k = 2, ..., pred represents
the forecast days.

As shown in Fig. 6 and Fig. 7(a), when observation days is
smaller (obs = 7 ~ 9), the ANE of the prediction results on
the first day will be smaller. This finding shows that the close
dates have a strong impact on the predication and when the
number of observation days is small, the model will assign
a larger weight W; to each input i;. It also meets the real
situation, the closer the date is, the closer the relationship is.
As observation day gradually increases (obs = 10 ~ 12), the
average ANE of our model decreases rapidly. The reason is
that our prediction method in (27) is to input the prediction
results into the model to participate in the later prediction.
In the case, the weight of input W; is small, so the error of
input &; * W; in (28) is small in the next prediction. When
observation days is large (obs = 13 ~ 15), average ANE of
our model increases rapidly, proving the large observation
days begins to deviate from the real situation which results
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FIGURE 7. The results of choosing different observation days in GuCheng
and GuanDu cities.

TABLE 1. Experiment for correntropy with Guassian kernel function.

Value (6) ANE
0.1 0.0644
0.2 0.0774
0.3 0.0780
0.4 0.0622
0.5 0.0595
0.6 0.0646
0.7 0.0669
0.8 0.0577
0.9 0.0648

in large initial error &;. As the weight of input W; and the
error of input &; are coupled, the accumulated error in (28)
will become large in this case. We find that when the value of
observation days is 12 days, the average number error(ANE)
is the minimum in Fig. 7. And finally we choose 12 observa-
tion days as the input of the model.

D. BANDWIDTH OF GAUSSIAN FUNCTION

Because Mean Square Error does not deal with outliers
well that have a great effect on the tourist prediction. Thus,
we introduce Correntropy with Guassian kernel function to
train the model. The bandwidth § of guassian kernel func-
tion can control the local range of Gaussian kernel function.
Different choice of bandwidth § will affect the prediction
results. Through the experiment, we find that the choice of
hyper parameter 6 has little difference for the data of all cities.
Thus we represent nine different settings of hyper parameter
6 in the experiment of GuCheng City as a representative in
Table 1. The proper § = 0.8 achieves the best result in ANE,
which is 5.77%. And the maximum ANE of § = 0.3 is 7.80%.
In particular, we found that using a proper § = 0.8, the
average number error is reduced by 2.03% compared with
6 = 0.3, we use this value for all experiments.

E. QUANTITATIVE ANALYSIS
1) COMPARISON BETWEEN LSTM, M-LSTM AND C-LSTM
As shown in Table 2, the average ANEs of LSTM and
M-LSTM model on the six datasets are 8.18% and 7.84%.
C-LSTM model achieves 7.16% for the average ANE. There-
fore, on these 6 datasets, the average ANE of the C-LSTM
model is 1.02% and 0.68% higher than that of the LSTM
model and M-LSTM model.

For DalLi in Table 2, the results of LSTM, M-LSTM and
C-LSTM are not much different. In order to find out the
reason, the number of tourists in DaLi City is presented in
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FIGURE 8. The number of tourists in DaLi and GuanDu cities.

Fig. 8(a). The results show that compared with GuanDu City,
shown in Fig. 8(b), there are fewer outliers in the number of
tourists in DaLi City. This explains why the performance of
LSTM and C-LSTM in DalL.i is not much different.

The experimental results show that the correntropy with
Gaussian kernel as the cost function can solve the outlier
problem to a certain extent. The outliers will be given a small
weight which makes the outliers contribute little to loss back
propagation.

2) COMPARISON BETWEEN CF-C-LSTM AND OTHERS

As shown in Table 2, the average ANEs of ARIMA, ELM,
LSTM, M-LSTM, C-LSTM and FC-M-LSTM models on the
six datasets are 9.38%, 8.84%, 8.18%, 7.84%, 7.16% and
6.49%, respectively. And the average ANE of FC-C-LSTM
model is 5.90%. So the FC-C-LSTM model achieve the
better performance than ARIMA, ELM, LSTM, M-LSTM,
C-LSTM and FC-M-LSTM, increasing 3.48%, 2.94% 2.28%,
1.94%, 1.26%, 0.59% for the average ANE on all datasets.

With the guidance of cascaded feature, FC-C-LSTM model
is able to capture the periodic information, which helps to
improve the prediction accuracy.

However, in the experiment of PanLong City, the C-LSTM
model performs better than the FC-C-LSTM. In order to find
out the reason, the predictive results in PanLong City is shown
in Fig. 9 and we compares PanLlong city data with any of
the other two cities in Fig. 10. There is no particular change
in the number of tourists in the holidays in PanLong City.
Meanwhile, the number of tourists in two consecutive years
does not match well, because the peak data may correspond
to the trough on the same date. Thus the performance of the
FC-C-LSTM model may be worse than that of the C-LSTM
model. Therefore, before forecasting, we need to analyze the
data, such as periodicity and holiday impact, and then select
the appropriate model for prediction.
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TABLE 2. Quantitative results of baselines and our models on all datasets.

Dataset Performance(ANE)
ARIMA ELM LSTM M-LSTM  C-LSTM(OURS) CF-M-LSTM(OURS) CF-C-LSTM(OURS)
GuCheng 0.0972 0.0807  0.0865 0.0843 0.0705 0.0665 0.0577
GuanDu 0.1023 0.0655  0.0895 0.0748 0.0771 0.0684 0.0623
DaLi 0.0913 0.1040  0.0811 0.0801 0.0809 0.0642 0.0618
XiShan 0.1282 0.0899  0.0874 0.0884 0.0799 0.0699 0.0684
PanLong 0.0620 0.1036  0.0519 0.0494 0.0488 0.0552 0.0544
JingHong 0.0819 0.0866  0.0941 0.0936 0.0723 0.0652 0.0496
Average 0.0938 0.0884  0.0818 0.0784 0.0716 0.0649 0.0590
* —— Forecast 0.14 - LSTM 0.12
zj — Trun 0.12 g, 0.10 B o
éo:a o gég /‘_:_,,.q 2 0.08 44—+ 14/*—“—"
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FIGURE 9. The predictive results of FC-C-LSTM for the PanLong city.
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FC-C-LSTM models. In general, the ANEs increase with
o the number of prediction days in Fig. 11, and our proposed
08 —ms C-LSTM and FC-C-LSTM models achieve the better perfor-
~z: mance than that of LSTM. Furthermore, under the guidance
i_—io.s of cascade features, the FC-C-LSTM model is better than the
-;Z: C-LSTM model in most cases, that is, the green line is at the
“o2 bottom.
ot In Fig. 11(a), 11(b) and 11(f), the ANE increases when day
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(c) GuCheng

FIGURE 10. The number of tourists in 2015 and 2016 in PanLong, DaLi
and GuanDu cities.

3) ANE OF EACH FRAME

Our task is to predict the number of people in the next 8 days
based on the previous 12 days data. Fig. 11 depicts the
average numerical error with respect to the number of days
predicted on the six datasets, respectively. The red, blue, and
green lines represent the results of the LSTM, C-LSTM, and
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number increases, it is congenial with reason and common
sense. However, in Fig. 11(c), 11(d) and 11(e), the change
is dramatic, the ANEs increase at the beginning and then
plunges.

In order to find out the reason, we refer to the prediction
results in Fig. 9 and Fig. 12. We found that the forecast results
perform worse than usual during holidays. This may result in
the increase of ANE in the intermediate dates. Another pos-
sibility is that the data from the real world obtains outliers in
some values, which leads to a large deviation in the prediction
results. Since there is no periodicity in the data of PanLlong
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FIGURE 12. The prediction results of JingHong city.

city, as shown in Fig. 9, the periodicity introduced by the
feature cascaded module affects the accuracy of prediction.
In Fig. 11(e), the proposed C-LSTM model achieves the best
performance, that is, the blue line is at the bottom.

F. QUALITATIVE ANALYSIS
In Fig. 12, we visualize the number of tourists predicted by
the C-LSTM model and the FC-C-LSTM model in a period.

The experimental results present that the C-LSTM model
without feature cascaded module predicts the results several
days later than the actual value. Specifically, there is a one to
three day delay in the prediction results of the number of days
from 50 to 110 in Fig. 12(a). In Fig. 12(b), we can observe
that the FC-C-LSTM model with feature cascade module has
greatly improved the delay phenomenon in the same time
interval.

In Fig. 12(a), there are also some data outliers, which
abnormally rise or fall in 80 to 100 days interval.
FC-C-LSTM can make stable predictions by ignoring the
abnormal rise or fall of data. In addition, the C-LSTM model
has an over-fitting in the interval between 160-190 days. But
for FC-C-LSTM, this over-fitting problem has been solved.
The FC-C-LSTM model not only has higher numerical accu-
racy, but also solves the time delay in the prediction results,
as shown in Fig. 12.

In conclusion, our proposed FC-C-LSTM model is able to
understand the temporal dependence of the number of the
tourists and reduce the impact on the prediction process of
the outliers on the dataset. In addition, with the guidance of
the information from the previous years, our model solves the
time lag problem in the prediction task.

VI. CONCLUSION

In this paper, we propose a novel feature-cascaded frame-
work for LSTM using a correntropy as cost function to
solve the problem of tourists number prediction. In our work,
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we extract the feature information from the previous span
and corresponding period and integrate them as the cascaded
feature which can express the temporal dependence of the
number of tourist and impact of external factors. Meanwhile,
the FC-C-LSTM using a correntropy as cost function can
reduce the impact of outliers on the prediction results, so that
we do not need to manually remove outliers. Compared with
ARIMA, ELM and initial LSTM, higher accuracy of our
framework (FC-C-LSTM) is verified on six datasets. And, the
proposed model is a practical application in the forecast mod-
eling analysis the number of tourists, it can accurately predict
the number of visitors to a city every day, provide the basis for
the government to control traffic and avoid some accidents.

Due to insufficient data collection, the FC-C-LSTM does
not take into account the influence of some factors, such as
weather, specific policies and emergencies et al. Therefore,
we will improve model by introducing the weather, news, spe-
cific policies and other external factors, such as multimodal
hybrid model for the number of tourist prediction which has
higher accuracy and stronger generalization.
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